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ABSTRACT
Recently, it has been proposed that the magnetic-field-induced transition (MIT) in Fe x can be used to measure coronal magnetic
field strengths. Several techniques, the direct line ratio technique and the weak and strongmagnetic field techniques, are developed
to apply the MIT theory to spectroscopic observations taken by EUV Imaging Spectrometer (EIS) onboard Hinode. However,
the suitability of coronal magnetic field measurements based on the weak and strong magnetic field techniques has not been
evaluated. Besides, temperature diagnostics is also important for measuring coronal magnetic field based on the MIT theory,
but how to determine the accurate formation temperature of the Fe x lines from EIS observations still needs investigation.
In this study, we synthesized emissions of several spectral lines from a 3D radiation magnetohydrodynamic model of a solar
active region, and then derived magnetic field strengths using different methods. We first compared the magnetic field strengths
derived from the weak and strong magnetic field techniques to the values in the model. Our study suggests that both weak and
strong magnetic field techniques underestimate the coronal magnetic field strength. Then we developed two methods to calculate
the formation temperature of the Fe x lines. One is based on differential emission measure analyses, and the other is deriving
temperature from the Fe ix and Fe xi line pairs. However, neither of the two methods can provide temperature determination for
accurate coronal magnetic field measurements as those derived from the Fe x 174/175 and 184/345 Å line ratios. More efforts
are still needed for accurate coronal magnetic field measurements using EIS observations.
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1 INTRODUCTION

Most activities in the solar corona are governed by themagnetic field,
and routine and accurate coronal magnetic field measurements are
the keys to understanding the dynamics in the corona. However, the
coronal magnetic field measurements are limited (e.g., Wiegelmann
et al. 2014).
The Zeeman effect has been widely applied to Stokes profiles of

spectral lines to achieve magnetic field measurements in the photo-
sphere (e.g., del Toro Iniesta & Ruiz Cobo 2016; Bellot Rubio &
Orozco Suárez 2019) and chromosphere (e.g., Socas-Navarro et al.
2015; de la Cruz Rodríguez et al. 2019). Nevertheless, it is challeng-
ing tomeasure the coronalmagnetic field based on the Zeeman effect.
Lin et al. (2000, 2004) endeavored to measure the coronal magnetic
field in an off-limb active region from spectropolarimetric observa-
tions of the infrared Fe xiii 10747 Å line. But the data was integrated
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over 70 minutes to obtain a high signal-to-noise ratio, impeding the
investigation of the temporal evolution of the coronal magnetic field.
Besides, these measurements are limited to the observations above
the limb.
Radio observations have been used to diagnose coronal magnetic

fields in active regions (e.g., Akhmedov et al. 1982, 1986;Wang et al.
2015; Miyawaki et al. 2016; Iwai & Shibasaki 2013; Anfinogentov
et al. 2019) and flaring structures (e.g., Gary et al. 2018; Chen et al.
2020; Fleishman et al. 2020; Zhu et al. 2021) based on spectra
fitting. The diagnostic functions of the magnetic field highly rely
on the emission mechanisms in radio observations. However, the
determination of the emission mechanisms is sometimes elusive in
the observations (Tan 2022).
Prevalent oscillations and waves in the corona can be used to infer

some parameters including the magnetic field (e.g., Nakariakov &
Kolotkov 2020; Li et al. 2020; Banerjee et al. 2021). This method
was first applied to transverse oscillations of coronal loops (e.g.,
Nakariakov & Ofman 2001; Li et al. 2018; Zhang et al. 2020) and
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streamers (e.g., Chen et al. 2011) triggered by flares. These earlier
studies can only give average magnetic field strengths along the
oscillating structures, and the oscillations often only last for several
periods. It has also been applied to persistent or decayless waves and
oscillations in the corona (e.g., Tomczyk et al. 2007; Wang et al.
2012; Tian et al. 2012) to obtain 2D coronal magnetic field maps
(Long et al. 2017; Yang et al. 2020a,b). But these studies can only
provide the plane-of-sky component of the magnetic field in the
off-limb observations.
Another approach is to construct coronal magnetic field models

through extrapolations from magnetic field maps in the photosphere
(e.g., Schatten et al. 1969; Zhu &Wiegelmann 2018; Wiegelmann &
Sakurai 2021; Zhu et al. 2022). The combination of magnetic field or
magnetohydrodynamic (MHD) models and coronal observations in
extreme ultraviolet (EUV) or infrared passbands can also be used to
infer themagnetic field structures in the corona (e.g., Liu&Lin 2008;
Liu 2009; Dove et al. 2011; Gibson et al. 2016; Chen et al. 2018; Zhao
et al. 2019, 2021; Zhang et al. 2022; Jiang et al. 2022). However, these
models are often analytical or based onmany assumptionswhichmay
not resemble the real Sun (e.g., Peter et al. 2015), and comprehensive
models which can capture both chromospheric and coronal features
are needed (e.g., Aschwanden et al. 2016). Furthermore, the accuracy
of the models is constrained by the limited spatial resolution of the
photospheric magnetic field in observations (DeRosa et al. 2015).
Thus, it is still necessary to directly measure the coronal magnetic
field.
Recently, Li et al. (2015, 2016) noticed the magnetic-field-induced

transition (MIT) in the Fe x ion and suggested that it can be used
to diagnose coronal magnetic field strength (also see Li et al. 2021;
Xu et al. 2022). Si et al. (2020) developed the direct line ratio tech-
nique and applied this method to spectral observations taken by EUV
Imaging Spectrometer (EIS, Culhane et al. 2007) onboard Hinode,
and the suitability of the method has been validated through forward
modeling with a series of MHD models (Chen et al. 2021a,b, 2023;
Liu et al. 2022; Martínez-Sykora et al. 2022). Landi et al. (2020)
further developed the weak and strong magnetic field techniques,
which has been applied to EIS observations in flare regions (Landi
et al. 2021) and coronal loops (Brooks et al. 2021; Brooks & Yardley
2021). But these techniques have not been validated. Furthermore,
Chen et al. (2021b) found that temperature is important for magnetic
field measurements and developed a method to simultaneously es-
timate coronal temperature and density using intensity ratios of the
Fe x 174/175 and 184/345 Å line pairs to achieve accurate magnetic
field measurements. However, the Fe x 345 Å is not observed by
Hinode/EIS or any other instruments in operation.
In this study, we aim to investigate the limitations of coronal mag-

netic field measurements using EIS observations based on the MIT
theory through forward modeling. We first investigate the suitability
of the weak and strong field techniques in Section 3. Then we pro-
pose two methods to diagnose temperature and density in Section 4,
i.e., from the differential emission measure (DEM) analyses and the
intensity ratios of the Fe ix and Fe xi line pairs, respectively. Finally,
we summarize the results in Section 5.

2 MODEL AND ATOMIC DATABASES

The radiation MHD model used in this study is the same as the one
used in Chen et al. (2021b), and it is calculated using the coronal
extension version of the MURaM code (Vögler et al. 2005; Rempel
2017). The model extends from ∼7.5 Mm below to ∼41.6 Mm above
the photosphere with a grid size of 64 km in the vertical direction.

Table 1. Fe x lines used in this study.

Wavelength (Å) Upper level→ Lower level

174.531 3s2 3p4 3d 2D5/2 → 3s2 3p5 2P3/2

175.263 3s2 3p4 3d 2D3/2 → 3s2 3p5 2P1/2

184.537 3s2 3p4 3d 2S1/2 → 3s2 3p5 2P3/2

257.259 3s2 3p4 3d 4D5/2 → 3s2 3p5 2P3/2

257.261 3s2 3p4 3d 4D7/2 → 3s2 3p5 2P3/2

345.738 3s 3p6 2S1/2 → 3s2 3p5 2P3/2

It contains a region of 98.304×49.152 Mm2 with a grid spacing of
192 km in the horizontal direction. A torus flux rope is introduced
from the bottom boundary and forms an active region containing a
bipolar sunspot pair (Rempel & Cheung 2014). For more details of
the model, we refer the readers to Rempel (2017) and Chen et al.
(2021b).
To perform forward modeling with the model, we synthesized the

intensities of several coronal emission lines. The CHIANTI database
(version 10.0; Dere et al. 1997; Del Zanna et al. 2021) was used to
calculate the emissivities. Because MIT in Fe x is not captured by
the current version of CHIANTI, we modified the atomic data for
the Fe x lines, i.e., the radiative transition data is taken from Wang
et al. (2020) and the transition probability of MIT is given by Li et al.
(2021). The Fe x lines used in this study are listed in Table 1. The
emissivity of the Fe x 257.261 Å line consists of two components:
one is from the forbidden magnetic quadruple (M2) transition, and
the other is from the MIT decay channel. There is a nearby Fe x
257.259 Å line associated with an electric dipole (E1) transition
from the 3p4 3d 4D5/2 level to the ground state. As the wavelength
difference between the 257.261 Å and 257.259 Å lines is too small
to be resolved in observations, we used the total intensity of E1, M2
and MIT lines as the intensity of the 257 Å line. To derive the forma-
tion temperature of the Fe x lines using the spectral lines from other
ions that can be observed by EIS, we also synthesized the intensities
of several lines from the Fe viii–ix, xi–xiii ions listed in Tables 2
and 3. As these lines are not affected by the MIT effect, the original
version of the CHIANTI database was used for their calculations. It
is worth mentioning that the coronal emissions are calculated assum-
ing ionization equilibrium and optically thin radiation and that the
absorption of coronal emission from cold plasma is not considered.
In this study, we assumed that our MHD model is located at the

disk center. In other words, a line of sight (LOS) along the verti-
cal direction was chosen. To synthesize the intensity maps, we first
created lookup tables of the contribution functions G for different
lines. For the Fe x lines, the contribution functions 𝐺 (𝑇, 𝑛𝑒, 𝐵) are
functions of temperature 𝑇 , electron density 𝑛𝑒, and magnetic field
strength 𝐵. The intensity maps of the Fe x lines were taken from
Chen et al. (2021b). For the lines from other ions, the contribution
functions𝐺 (𝑇, 𝑛𝑒) are functions of temperature and electron density.
The emissivity of each line at each voxel was calculated following
𝑛2𝑒𝐺 (𝑇, 𝑛𝑒) and then integrated along the vertical direction to obtain
the intensity map.

3 WEAK AND STRONG MAGNETIC FIELD TECHNIQUES

We first present a brief introduction to the weak and strong magnetic
field techniques. For a detailed description, we refer the reader to
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Landi et al. (2020). Because the magnetically insensitive E1 tran-
sition dominates the blending of the Fe x 257 Å line, the intensity
variation caused by the MIT effect is not very sensitive to magnetic
field strength. The idea of the weakmagnetic field technique is to iso-
late the intensities from the MIT and M2 transitions, i.e., 𝐼𝑀𝐼𝑇 and
𝐼𝑀2, respectively. Because the MIT and M2 transitions are blended,
a reference Fe x line in addition to the 257 Å line is needed to elimi-
nate the blend.When the magnetic field strength is less than 150–200
G, the MIT transition does not change the population of the 4𝐷7/2
level much. Then the changes in the M2 line and other Fe x lines are
negligible. The intensity of the MIT transition can be determined as:

𝐼𝑀𝐼𝑇 = 𝐼257 − 𝐼𝑟𝑒 𝑓 ×
𝐼𝐵=0
𝐸1 + 𝐼𝐵=0

𝑀2
𝐼𝐵=0
𝑟𝑒 𝑓

(1)

where 𝐼257 and 𝐼𝑟𝑒 𝑓 are the intensities of the Fe x 257 Å line and the
reference line, respectively, and 𝐼𝐵=0

𝑖
(𝑖 = 𝐸1, 𝑀2, 𝑟𝑒 𝑓 ) is the line

intensity given by the atomic database neglecting the MIT transition.
Besides, the intensity of the M2 component can be determined as:

𝐼𝑀2 = 𝐼𝑟𝑒 𝑓 ×
𝐼𝐵=0
𝑀2
𝐼𝐵=0
𝑟𝑒 𝑓

(2)

Thus the ratio of the two components can be written as:

𝐼𝑀𝐼𝑇

𝐼𝑀2
=

𝐼257
𝐼𝑟𝑒 𝑓

×
𝐼𝐵=0
𝑟𝑒 𝑓

𝐼𝐵=0
𝑀2

−
𝐼𝐵=0
𝐸1 + 𝐼𝐵=0

𝑀2
𝐼𝐵=0
𝑀2

(3)

here 𝐼𝑀𝐼𝑇 /𝐼𝑀2 is magnetically sensitive and monotonically in-
creases with magnetic field strength (see Figure 1 in Landi et al.
(2020)). After calculating 𝐼𝑀𝐼𝑇 /𝐼𝑀2 using Equation (3), the mag-
netic field strength can be derived. When the magnetic field is strong
enough to significantly change the population of the 4𝐷7/2 level,
M2 line intensity will also change with the magnetic field strength,
and the weak field technique is no longer valid. Landi et al. (2020)
further developed the strong field technique, in which the influence
of the magnetic field strength on the 4D7/2 population is considered
but its influence on other levels is neglected. In other words, only the
intensity of the 257.261 Å line is affected by the magnetic field. Thus
the E1 intensity can isolated, and one can obtain:

𝐼𝑀𝐼𝑇 + 𝐼𝑀2
𝐼𝑟𝑒 𝑓

=
𝐼257
𝐼𝑟𝑒 𝑓

−
𝐼𝐵=0
𝐸1
𝐼𝐵=0
𝑟𝑒 𝑓

(4)

The magnetic field strengths can be derived by comparing (𝐼𝑀𝐼𝑇 +
𝐼𝑀2)/𝐼𝑟𝑒 𝑓 calculated from Equation (4) and the values predicted by
theory. When these two techniques were applied to EIS observations
(Landi et al. 2020, 2021; Brooks&Yardley 2021; Brooks et al. 2021),
they took the 184 Å line as the reference line. 𝐼257 and 𝐼184 are the
intensities of the 257 and 184Å lines obtained fromobservations, and
𝐼𝐵=0
𝐸1 , 𝐼

𝐵=0
𝑀2 , and 𝐼

𝐵=0
184 are given by the original version of CHIANTI,

which does not account for the MIT transition. In this paper, the 174
Å line is chosen as the reference line. It is worth mentioning that the
choice of different reference lines among 175, 177, and 184 Å lines
will not change our results. 𝐼257 and 𝐼174 were given by synthesized
intensity images of the 257 and 174 Å lines, respectively. After
determining the temperature 𝑇∗ and electron density 𝑛∗ for each
pixel, the ratios of 𝐼𝐵=0174 , 𝐼

𝐵=0
𝐸1 , and 𝐼𝐵=0

𝑀2 can be estimated by the
ratios of the contribution functions:

𝐼𝐵=0
𝑀2
𝐼𝐵=0174

=
𝐺𝑀2 (𝑇∗, 𝑛∗, 𝐵 = 0)
𝐺174 (𝑇∗, 𝑛∗, 𝐵 = 0)

𝐼𝐵=0
𝐸1
𝐼𝐵=0
𝑀2

=
𝐺𝐸1 (𝑇∗, 𝑛∗, 𝐵 = 0)
𝐺𝑀2 (𝑇∗, 𝑛∗, 𝐵 = 0)

𝐼𝐵=0
𝐸1
𝐼𝐵=0174

=
𝐺𝐸1 (𝑇∗, 𝑛∗, 𝐵 = 0)
𝐺174 (𝑇∗, 𝑛∗, 𝐵 = 0)

where𝐺174,𝐺𝐸1 and𝐺𝑀2 are the contribution functions of the Fe x
174.531, 257.259 and 257.261 Å lines, respectively. As the ratios of
the contribution functions depend on both the electron density and
temperature, we need to determine the density and temperature at
each pixel before using Equation (3) or (4) to derive the magnetic
field strength.
In Chen et al. (2021b), two methods were used to estimate the

coronal temperature and density. The first method assumes a fixed
temperature of 106.0 K, where the contribution functions of the
Fe x lines peak. Then the electron density is derived based on the
intensity ratio of the density-sensitive Fe x 174/175 Å line pair. The
second method is to simultaneously calculate the electron density
and temperature from the Fe x 174/175 and 184/345 Å line ratios
using a least-squares method. We took the temperature and density
maps obtained from these two methods and derived the magnetic
field strengths using the weak field technique from Equation (3).
The results are shown in Figure 1 (d–e), respectively. Comparing the
results to those derived from the direct line ratio technique as shown
in Figure 3 in Chen et al. (2021b) and Figure 1 (b) in this paper,
it is obvious that the regions where magnetic field measurements
can be performed are roughly the same for the given temperature
and density maps. In other words, the weak field technique cannot
improve the suitability of the MIT method. Following Chen et al.
(2021b), we defined the magnetic field strength in the model (𝐵0) as
the emission-weighted averaged field strength:

𝐵0 =

∫
𝜖174 (𝑧) · 𝐵(𝑧)𝑑𝑧∫

𝜖174 (𝑧)𝑑𝑧
(5)

where 𝜖174 is the emissivity of the Fe x 174 Å line given by 𝑛2𝑒𝐺174,
and 𝐵0 is presented in Figure 1 (a) as a reference. Furthermore,
the relative error of the magnetic field map derived from the weak
field technique compared to 𝐵0 was also calculated and presented in
Figure 1 (f). It is obvious that the magnetic field strengths derived
using the weak field technique are lower than the values in the model.
Then we calculated the magnetic field maps based on the strong

field technique using the same temperature and density maps, and
the results are shown in Figure 1 (g–h). The strong field technique
can only provide magnetic field strengths measurements around the
footpoints of coronal loops when assuming a fixed temperature of
106.0 K, which is similar to the weak field technique and direct line
ratio technique. Besides, the magnetic field strengths derived from
the strong field technique are mostly larger than the weak field tech-
nique, which is consistent with the comparison of weak and strong
field techniques in Brooks & Yardley (2021). However, the area cov-
erage of the regions that strong field technique can provide magnetic
field strength measurements is larger than the other techniques. It is
because the failure of the direct line ratio technique at the upper parts
of coronal loops results from the temperature underestimation (Chen
et al. 2021b), and the temperature dependence of (𝐼𝑀𝐼𝑇 + 𝐼𝑀2)/𝐼174
is less than that of 𝐼257/𝐼174. When more accurate density and tem-
perature maps are used, the suitability of the strong field technique
are almost the same as the direct line ratio technique. The relative
error of the calculated magnetic field strength using the strong field
technique is also shown in Figure 1 (i). The strong field technique
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Figure 1. The derived coronal magnetic field strength (𝐵1) using the intensity ratios of the Fe x 257/174 Å line pair using different techniques and their relative
errors. (a) The magnetic field strength in the model (𝐵0) given by Equation (5). (b) 𝐵1 calculated from the direct line ratio technique using the density and
temperature maps derived from Fe x 345/184 and 174/175 Å line pairs. Image reproduced from Chen et al. (2021b). (c) Relative error ((𝐵1 − 𝐵0)/𝐵0) of the
magnetic field map shown in panel (b). (d) 𝐵1 calculated using the weak magnetic field technique. A fixed temperature of 106.0 K is assumed for both electric
density and magnetic field diagnostics. (e) Similar to (d) but using the density and temperature maps derived from Fe x 345/184 and 174/175 Å line pairs. (f)
Similar to (c) but for the magnetic field map shown in panel (e). (g–i) Similar to (d–f) but using the strong magnetic field technique. See Section 3.

underestimates coronal magnetic field strengths, especially for the
regions with strong magnetic field strengths, i.e., sunspot regions.

To better compare the results and understand the limitations of the
weak and strong field techniques, we also calculated the joint prob-
ability density functions (PDF) of 𝐵0 and magnetic field strengths
derived using the two MIT techniques (𝐵1) as shown in Figure 2(a–
b). The solid white lines in Figure 2 indicate that the MIT-measured
magnetic field strengths are the same as the values in the model. The
magnetic field strengths derived from the weak magnetic field tech-
nique are significantly lower than the values in the model, and there
is a weak correlation between 𝐵0 and 𝐵1. The results of the strong
field technique is more reasonable than the weak field technique, i.e.,
there is a clear correlation between 𝐵0 and 𝐵1. However, the joint
PDF of the strong field technique starts to deviate from 𝐵0 = 𝐵1
when magnetic field strength is larger than ∼300 G, while direct line
ratio technique slightly underestimates field strengths above ∼600 G
(Chen et al. 2021b). The limitation of the weak and strong magnetic
field techniques are caused by inconsistency in the theory. Even if
the external magnetic field strength is weak, the population of the
levels in the Fe x ion will change. But the weak and strong field
techniques (partially) neglect the changes in the level population in-
duced by the MIT effect, which results in systematic deviation in
measured magnetic field strength. The deviation is more prominent
when the magnetic field strength is strong. As neither the weak and
strong field techniques can provide as accurate magnetic field mea-

surements as the direct line ratio technique, we choose the direct line
ratio technique to derive the magnetic field strength in the following
section.

4 TEMPERATURE DETERMINATION USING LINES
AVAILABLE IN EIS OBSERVATIONS

Chen et al. (2021b) found that temperature diagnostics is essential
for accurate magnetic field measurements based on the MIT theory,
and they introduced a temperature-sensitive Fe x 184/345 Å line
pair to diagnose the temperature. Nevertheless, the 345 Å line is not
within the wavelength ranges of the EIS detectors, so their tempera-
ture diagnosing method cannot be applied to available spectroscopic
observations. Thus, we need to explore other approaches to estimate
the formation temperature of the Fe x lines from spectral lines avail-
able in EIS observations. In this section, we focus on the accuracy
of temperature determination from DEM analysis in Section 4.1 and
Fe ix and xi line ratios in Section 4.2.

4.1 Temperature diagnostics based on DEM analysis

Although there is no suitable temperature-sensitive Fe x line pair
within the wavelength range of EIS, we can diagnose the tempera-
ture using spectral lines from other Fe ions. One of the most popular
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Figure 2. Joint PDFs of 𝐵0 and the MIT-measured field strength (𝐵1) derived from different techniques. (a-b) corresponds to the results derived from weak and
strong magnetic field techniques (Figure 1 (e,h)), respectively. (c-d) similar to (a) but using direct line ratio technique based on the temperature diagnostics with
DEM analysis (Figure 5 (c)) and Fe ix and Fe xi line ratios (Figure 7 (a)), respectively.

Table 2. Spectral lines used for the DEM analysis.

Ion name Wavelength (Å) log10 T𝑚𝑎𝑥 /K

Fe viii 185.213 5.65

Fe ix 185.493 5.90

Fe x 184.537 6.00

Fe xi 188.216 6.10

Fe xii 195.119 6.20

Fe xiii 202.044 6.25

methods is DEM analysis using spectral observations of a number of
lines coving a wide temperature range (Del Zanna & Mason 2018).
Many DEM methods have been developed over the past few decades
(e.g., Kashyap & Drake 1998; Landi et al. 2002; Aschwanden 2019),
and we chose the regularized inversion technique developed by Han-
nah & Kontar (2012) to derive the temperature distribution at each
pixel. The spectral lines used for the DEM analysis are listed in
Table 2, and these lines provide good temperature coverage around
106.0 K. The temperature range used for the DEM inversion is 105.4
to 106.6 K with a temperature bin size of Δ(log10 𝑇/K) = 0.05.
The intensity maps of these lines are synthesized as described in
Section 2.
When performing the DEM analysis, a constant pressure is re-

quired to ensure the contribution functions of the spectral lines as
functions of the temperature only. It is worth noting that the tem-
perature sampling of the DEM results is uniformly distributed in the
logarithmic scale. For each pixel, the line intensity can be expressed
as:

𝐼 =

∫
𝐺 (𝑇) ·DEM(𝑇) 𝑑𝑇 = ln10

∫
𝐺 (𝑇) ·DEM(𝑇) ·𝑇 𝑑 (log10𝑇)

(6)

After obtaining the DEM(T) from the regularized inversion tech-
nique, we determined an emission-weighted averaged temperature at

each pixel as:

𝑇∗
𝑋 =

∫
𝐺174 (𝑇) · DEM(𝑇) · 𝑇 𝑑 (𝑇)∫
𝐺174 (𝑇) · DEM(𝑇) 𝑑 (𝑇)

=

∫
𝐺174 (𝑇) · DEM(𝑇) · 𝑇 · 𝑇 𝑑 (log10𝑇)∫
𝐺174 (𝑇) · DEM(𝑇) · 𝑇 𝑑 (log10𝑇)

(7)

Furthermore, we assumed a temperature of 𝑇∗
𝑋
and derive the elec-

tron density 𝑛∗
𝑋
from the Fe x 174/175 Å line ratio. After that, the

magnetic field strength can be calculated using the Fe x 257/174 Å
line ratios. We took three pressure values of 5 × 1014, 5 × 1015, and
5 × 1016 dyn cm−2 for DEM analysis, respectively, and the corre-
sponding MIT-measured magnetic field strengths are shown in Fig-
ure 3 (a–c). Their relative errors compared to 𝐵0 are also presented
in Figure 3 (d–e). It is obvious that the MIT-measured magnetic field
strength depends on the choice of the pressure used forDEManalysis.
Actually, the contribution functions depend not only on temperature
but also pressure, but we did not account for dependence on pressure
for the simplification of the DEM inversion. Similar to Equation (5),
we derived the electron pressure in the model (𝑃0) as the emission-
weighted average values:

𝑃0 =

∫
𝜖174 (𝑧) · 𝑃(𝑧)𝑑𝑧∫

𝜖174 (𝑧)𝑑𝑧
(8)

and 𝑃0 is presented in Figure 4 (b). It is evident that 𝑃0 is highly non-
uniform.We also calculated the relative error of the constant pressure
of 5 × 1015 dyn cm−2 compared to 𝑃0, and the results are shown in
Figure 4 (c). The uncertainty of the pressure used for DEM inversion
is considerable, and the choice of pressure will significantly impact
the DEM results and also the calculated magnetic field strengths.
Besides, we also found that the calculated magnetic field strengths

are quite different from 𝐵0 nomatter which pressure is used for DEM
analysis. To improve the results, we proposed two other approaches
to estimate the temperature from the DEM results. One method is
to take the temperature 𝑇∗

𝑋1 where 𝐺174 (𝑇) · DEM(𝑇) · 𝑇 peaks. It
corresponds to the temperature where the Fe x 174 Å emission peaks
along the LOS. The other method is to take harmonic weighted
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Figure 3. The derived magnetic field strength using the Fe x 257/174 Å line pair. (a–c) The pressure used for DEM analysis is assumed to be 5× 1014, 5× 1015,
and 5 × 1016 dyn cm−2, respectively. The temperature used for density and magnetic field strength estimations is given by Equation (7). Note that the dynamic
range of the magnetic field strength in this figure is different from that in other figures. (d–f) Relative errors of the magnetic field maps shown in panels (a)–(c).
See Section 4.1.

averaged temperature as:

𝑇∗
𝑋2 =

∫
𝐺174 (𝑇) · DEM(𝑇) 𝑑 (𝑇)∫

𝐺174 (𝑇) · DEM(𝑇) · 1
𝑇

𝑑 (𝑇)

=

∫
𝐺174 (𝑇) · DEM(𝑇) · 𝑇 𝑑 (log10𝑇)∫
𝐺174 (𝑇) · DEM(𝑇) 𝑑 (log10𝑇)

(9)

We used the DEM results with a fixed pressure of 5 × 1015 dyn
cm−2 to derive 𝑇∗

𝑋1 and 𝑇∗
𝑋2 at each pixel, respectively. In order

to evaluate the accuracy of temperature measurements, we defined
the temperature difference (𝑇𝑒𝑟𝑟 ) between the measured temperature
(𝑇∗) and the values in the model (𝑇0) as:

𝑇𝑒𝑟𝑟 = (𝑇∗ − 𝑇0)/𝑇0 (10)

where 𝑇0 is emission-weighted averaged temperature:

𝑇0 =

∫
𝜖174 (𝑧) · 𝑇 (𝑧)𝑑𝑧∫

𝜖174 (𝑧)𝑑𝑧
(11)

and 𝑇0 is shown in Figure 4 (a). The temperature and 𝑇𝑒𝑟𝑟 maps
given by 𝑇∗

𝑋1, 𝑇
∗
𝑋
, and 𝑇∗

𝑋2 are presented in Figure 5 (g–l). Figure 6
(a) presents the histograms of 𝑇𝑒𝑟𝑟 corresponding to 𝑇∗

𝑋1, 𝑇
∗
𝑋
, and

𝑇∗
𝑋2, and their widths are larger than that obtained from the Fe x
174/175 and 184/345 Å line pairs as shown in panel (c). In other
words, the temperature measurements based on the DEM analyses
from spectral lines of different ions are worse than the least-squares

method based on several Fe x lines. Then we calculated the elec-
tron density and magnetic field strength from intensity ratios of the
174/175 and 257/174 Å line pairs based on the temperature maps
given by 𝑇∗

𝑋1, 𝑇
∗
𝑋
, and 𝑇∗

𝑋2, respectively. The derived magnetic field
maps are shown in Figure 5 (a–c), and they always show evident
discrepancies compared to 𝐵0, as illustrated by relative errors of
the magnetic field shown in Figure 5 (d–f). Temperature determina-
tion using Equation (9) seems to provide the best coronal magnetic
field measurements based on the DEM analysis (as shown in Fig-
ure 5(c)), and the joint PDF of the MIT-measured field strength and
𝐵0 is presented in Figure 2(c). The correlation is weak, indicating
the temperature determination based on DEM analysis can hardly
provide reasonable magnetic field measurements. Actually, the spa-
tial distribution of the pressure is not uniform in the corona. Thus, a
uniform pressure used for DEManalysis will result in errors in the de-
rived temperature, and hence the errors of the derived magnetic field
strength are magnified. It is worth mentioning that the DEM tech-
nique described in Martínez-Sykora et al. (2022), developed based
on the L1 norm inversion methods in Cheung et al. (2019), can take
into account temperature, density, andmagnetic field simultaneously,
which might improve the accuracy of the temperature and density
diagnostics.
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Figure 4. (a–b) Emission-weighted average temperature and pressure given
by Equations (11) and (8), respectively. (c) Relative error of the pressure
((𝑃1 − 𝑃0)/𝑃0, where 𝑃1 = 5 × 1015 dyn cm−2). See Section 4.1.

Table 3. Fe ix and xi lines used in this study

Ion name Wavelength (Å) log10 T𝑚𝑎𝑥 /K

Fe ix 171.073 5.90
188.493

Fe xi 182.167 6.10
188.216
257.547
257.554

4.2 Temperature and density diagnostics using Fe ix and Fe xi
line ratios

The Fe ix 171.07/188.49 Å and Fe xi 188.22/257.55 Å line pairs are
temperature sensitive (Del Zanna &Mason 2018), and these spectral
lines can be observed by EIS simultaneously (e.g., Young et al. 2007).
It is worth noting that the Fe xi 257.55 Å line is self-blended in EIS
observations, as the wavelength difference between the 257.547 and
257.554 Å lines is too small to be resolved by EIS. Thus the intensity
of the Fe xi 257.55 Å line is the total intensity of the 257.547 and
257.554 Å lines. As the formation temperature of the Fe x lines is
in between those of the Fe ix and Fe xi lines, we can calculate the
formation temperatures of the Fe ix and Fe xi lines, respectively, and
then take their average. By examining the CHIANTI atomic database,
we found that the Fe ix 171.07/188.49 Å line ratio is only sensitive to
the temperature and almost does not change with the electron density.
However, the Fe xi 188.22/257.55 Å line ratio changes with both the
temperature and density. Thus we also included the density-sensitive

Fe xi 188.22/182.17 Å line pair to estimate the electron density. The
Fe ix and Fe xi lines used in this study are summarized in Table 3.
We first used the Fe ix 171.07/188.49 Å line ratio to derive the

formation temperature of the Fe ix lines (𝑇𝐼 𝑋 ). Then we applied the
least squares method developed by Chen et al. (2021b) for tempera-
ture and density estimations to determine the formation temperature
and electron density of the Fe xi lines simultaneously. We defined a
norm value (𝐿) as:

𝐿 =

(
𝐺𝑋1
188 (𝑇, 𝑛𝑒)

𝐺𝑋1
257 (𝑇, 𝑛𝑒)

−
𝐼∗188
𝐼∗257

)2
−

(
𝐺𝑋1
188 (𝑇, 𝑛𝑒)

𝐺𝑋1
182 (𝑇, 𝑛𝑒)

−
𝐼∗188
𝐼∗182

)2
(12)

where 𝐼∗182, 𝐼
∗
188, and 𝐼∗257 are the intensities of the Fe xi 182.17,

188.22, and 257.55 Å lines at each pixel, respectively, and 𝐺𝑋1
182,

𝐺𝑋1
188, and 𝐺𝑋1

257 are the contribution functions of the three lines.
The temperature (𝑇𝑋𝐼 ) and density (𝑛𝑋𝐼 ) of the Fe xi lines are
simultaneously determined when 𝐿 reaches the minimum.
When the temperature of the Fe ix and Fe xi lines are estimated, we

took their average as the formation temperature of the Fe x lines (𝑇∗
2 ).

Then we used the Fe x 174/175 Å line ratios to derive the electron
density. Based on the derived temperature and density, the magnetic
field strengths were calculated from the Fe x 257/174 Å line ratio.
The calculated temperature and magnetic field strength are shown in
Figure 7, and their relative errors are also presented. Compared to
the MIT-measured field strengths based on temperature diagnostics
using the DEM analysis, this method improves the accuracy of the
magnetic field measurements. Especially for the regions around the
sunspots, the magnetic field strength shown in Figure 7 is not highly
overestimated compared to those presented in Figures 3 and 5. How-
ever, the field strengths around loop apex regions are quite different
from the values in the model. We present differences between 𝑇∗

2 and
𝑇0 in Figure 6(b), and the accuracy of temperature measurements is
not significantly improved compared to those from DEM analyses.
Compared to the technique proposed in Chen et al. (2021b), the larger
uncertainty of temperature determination using Fe ix and Fe xi line
ratios results in larger errors in coronal magnetic field measurements.
The temperature uncertainty is large because the quantitative rela-
tionship among the formation temperatures of the Fe ix, Fe x, and
Fe xi lines is not clear. To better evaluate the accuracy of this tech-
nique, we also exhibit the joint PDF of the derived magnetic field
strength and 𝐵0 in Figure 2(d). Considering the obvious deviation
of the joint PDF from the 𝐵0 = 𝐵1 line in Figure 2(d), this method
may not provide an accurate magnetic field measurements in real
observations.

5 CONCLUSIONS

In this study, we performed forward modeling with a 3D radiation
MHD model of an active region to investigate the limitations of
applying the MIT method to EIS observations to obtain coronal
magnetic field strength. We first synthesized intensities of different
coronal emission lines under assumptions of ionization equilibrium,
optically thin radiation, and no absorption from cold plasma along
the LOS. Then we applied the weak and strong field techniques de-
veloped by Landi et al. (2020) to obtain magnetic field strengths
and then compared the results to that derived from the direct line
ratio technique and the values in the model. We found that the weak
field technique cannot improve the suitability of the MIT method
but systematically underestimate the coronal magnetic field strength.
The strong field technique can provide more accurate magnetic field
strength compared to the weak field technique but also underestimate
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Figure 5. (a–c) The derived magnetic field strength using the Fe x 257/174 Å line pair. The temperature used for the diagnostics of electron density and magnetic
field strength are given by 𝑇 ∗

𝑋1, 𝑇
∗
𝑋
, and 𝑇 ∗

𝑋2 and shown in panels (g–i), respectively. We assume a fixed pressure of 5× 10
15 dyn cm−2 for DEM analyses. (d–f)

Relative error of magnetic field maps shown in panels (a–c), respectively. (j–l) Relative errors of temperature maps shown in panels (g–i) compared to 𝑇0 shown
in Figure 4(a), respectively. See Section 4.1.
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Figure 7. (a) The derived magnetic field strength using the Fe x 257/174 Å line pair. The temperature of the Fe x line estimated from intensity ratios of the Fe ix
and Fe xi line pairs is shown in panel (b). (c–d) Relative errors of the magnetic field and temperature shown in panels (a–b), respectively. See Section 4.2.

field strength. It is because the weak and strong field technique (par-
tially) assumes that the population of Fe x levels does not change
with magnetic field strength, which is not consistent with the reality.
Furthermore, we applied two temperature diagnosing methods

based on the spectral lines within the wavelength range of EIS de-
tectors. The first method is to perform DEM analysis using the lines
listed in Table 2 and then determine the temperature from the DEM
distribution. The second method is to derive the temperature of the
Fe ix and Fe xi lines using the lines listed in Table 3 and then take
their average. Unfortunately, the temperature maps derived from the
two methods can not provide as accurate coronal magnetic field mea-
surements as those derived from the Fe x 174/175 and 184/345 Å
line pairs. Thus the Fe x 345 Å line seems necessary for reasonably
accurate temperature and magnetic field measurements. However,
the 345 Å line cannot be captured by the EIS detectors, and we
still need to find a better strategy to achieve accurate magnetic field
measurements from EIS observations based on the MIT theory.
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